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An overview of the topics: 

1. Generalities 
 

2. A few words about the DAME (Data Mining and 
Exploration) application 
 

3. An application of DAME to photometric redshifts of 
galaxies and QSOs (a complex DM workflow) 
 

4. Some concluding remarks 

Frate Luca Pacioli, founding father of Algebra 
Capodimonte Museum, Napoli (Italy) 



Most data will never be seen by humans! 
                 The need for data storage, network, database-related technologies,  
                 standards, etc. 

 
Information complexity is also greatly increasing 
 

Most knowledge hidden behind data complexity 
is potentially lost   

 Most (if not all) empirical relationships known so far depend on 3 parameters 
….  (e.g. fundamental plane of E galaxies and bulges).  

 Simple universe or rather human bias? 
 

Most data (and data constructs) cannot be 
comprehended by humans directly! 

                The need for data mining, KDD, data understanding technologies,         
                 hyperdimensional visualization, AI/Machine-assisted discovery  

As a result of large surveys and VO efforts we have 
entered an era where 



This trend is common to many fields 
Data Mining, computer science, etc. have  become the “fourth leg 
of science” (besides theory, experimentation and simulations) 
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• Sinergy between different 
worlds is required 
 

• Sociological and academic 
issues to be solved 
(formation, infrastructures, 

and so on 



So far restricted choice of problems due to lack of suitable KB’s 

Longo et al. 2003 Ball & Brunner 2009 BoK 

S/G separation S/G separation Y 

Morphological classification of  galaxies 
(shapes, spectra) 

Morphological classification of galaxies 
(shapes, spectra) 

Y 

Spectral classification of stars Spectral classification of stars Y 

Image segmentation Image segmentation 

Noise removal  
(grav. waves, pixel lensing, images) 

----- 

Photometric redshifts (galaxies) Photometric redshifts (galaxies, QSO’s) Y 

Search for AGN Search for AGN and QSO Y 

Variable objects Time domain 

Partition of photometric parameter space 
for specific group of objects 

Partition of photometric parameter space for 
specific group of objects 

Y 

Planetary studies (asteroids) Planetary studies (asteroids) Y 

Solar activity Solar activity Y 

Interstellar magnetic fields ---- 

Stellar evolution models ---- 



Very incomplete list of activity going on since 2010 

• IJCAI-09 Workshop on Machine Learning and AI Applications in 
Astrophysics and Cosmology, Pasadena 2009 

• Astroinformatics: AAS n. 215, Washington 2009 
• First IG-KDD meeting, IVOA Interop, Victoria  
• Astroinformatics 2010: Caltech, Pasadena 2010 
• ANITA Workshop, Perth  2011 
• Second IG-KDD meeting IVOA Interop, Napoli may 2011  
• GREAT School, La Palma 2011 
• Astroinformatics 2011, Sorrento September 2011 
• Many other dedicated sessions at larger meetings (IEEE, SIAM, etc.) 



http://dame.dsf.unina.it/astroinformatics2011.html 
 
Maximum number of attendees: ca. 50. Register soon  

http://dame.dsf.unina.it/astroinformatics2011.html
http://dame.dsf.unina.it/astroinformatics2011.html


What is DAME 

DAME is a joint effort between University Federico II, INAF-OACN, and Caltech aimed at 
implementing (as web application) a scientific gateway for data analysis, exploration, 
mining and  visualization, on top of a virtualized distributed computing environment. 

http://voneural.na.infn.it/ 
Technical and management info 
Documents  
Science cases 
Newsletter 

http://dame.na.infn.it/ 
Web application PROTOTYPE 

brescia@na.astro.it 

 
 

http://voneural.na.infn.it/
http://dame.na.infn.it/


The DAME architecture 
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brescia@na.astro.it 



DAME front-end 



DAME plugin wizard 



PHOTOMETRIC REDSHIFTS:  
the evolution of a DM method 

D’Abrusco et al. 2007 

Laurino, D’Abrusco et al. 2011 



Data used : 
 
SDSS:  108 galaxies in 5 optical bands;   
 BoK: spectroscopic redshifts for 
 106 galaxies 
 BoK: incomplete and biased.   
 
UKIDDS 
 
Galex 
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LRG 

SDSS Spectroscopic KB 

GOAL 
to produce a DM workflow capable to automatically derive phot-
z’s for all extragalactic objects (galaxies and quasar), including 
QSO  candidate selection 



SDSS-DR4/5 - SS 

training validation Test set 60%, 20%, 20% 

MLP, 1(5), 1(18) 

0.01<Z<0.25 0.25<Z<0.50 99.6 % accuracy 

MLP, 1(5), 1(23) MLP, 1(5), 1(24) 

s rob = 0.196 s rob = 0.201 

D’Abrusco et al. 2007, ApJ, 668, 752 



s = 0.0183 

SDSS – DR4/5 - LRG 

Z=
0
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D’Abrusco et al. 2007 



Uneven coverage of parameter space: 

General galaxy sample LRG sample 

s = 0.0208 
Dz = -0.0029 

s = 0.0178 
Dz = -0.0011 

Non LRG only 

s = 0.0363 

Dz = -0.0030 



Errors can be easily evaluated 

General galaxy sample LRG sample 

And are, on average, well behaved but 
incompletely defined….  



STEP 2: Photometric selection of candidate QSO’s 
(as a clustering problem) 

IPAC-Pasadena, August 5 2009 

Traditional way to look 
for candidate QSO in 3 
band survey Cutoff line 

Candidate QSOs 
for spectroscopic  
follow-up’s 

errors 

Ambiguity 
zone 

PPS projection of a 21-D parameter space showing as blue dots the candidate 
quasars.Notice better disentanglement 

Adding one 
feature improves 
separation… 



Step 1: Unsupervised clustering with 
PPS - Probabilistic Principal Surfaces 
 
PPS determines a large number of distinct groups of 
objects: nearby clusters in the color space are mapped 
onto the surface of a sphere. 

NegE=750 NegE=4

Not replaced! Replaced! 

Step 2: Cluster agglomeration  

 NEC aggregates clusters from PPS to a (a-priori 
unknown) number of final clusters.  

1.  Plateau analysis: final number of clusters 

N(D) is calculated over a large interval of D, 

and  critical value(s) Dth are those for which a 

plateau is visible.  

2.  Dendrogram analysis: the stability 

threshold(s) Dth can be determined observing 

the number of branches at different levels of 

the graph.  
 





Arbitrary parameters 
Nc, Dth, Th 

To determine the critical dissimilarity Dth threshold we rely not only 
on a stability requirement.  
 
A cluster is successful if fraction of confirmed QSO is higher than 
assumed fractionary value (Th) 
 
Dth is required to maximize NSR 
 
 The process is recursive: feeding merged unsuccessful clusters in the 
clustering pipeline until no other successful clusters are found.  
 
The overall efficiency of the process etot is the sum of weighed 
efficiencies ei for each generation:  
 



  

Data samples: 

Optical (1) 

candidate QSO 

4 colours 

Optical+NIR (2)  

star-like objects 

4 + 3 colours 

Optical (3) 

star-like objects 

4 colours 

Experiments: 

Data and experiments 

1.  Optical: sample derived from SDSS database table “Target” queried for QSO 

candidates, containing ∼ 1.11⋅105 records and ∼ 5.8⋅104  confirmed QSO („specClass 

== 3 OR specClass == 4‟). 

2.  Optical + NIR: sample derived from positional matching („best‟) between SDSS-

DR3 database view “Star” queried for all objects with spectroscopic follow-up available 

and detection in all 5 bands (u,g,r,i,z) with high reliability for redshift estimation and 

line-fitting classification („specClass‟) and high S/N photometry, and UKIDSS-DR1 star-

like („mergedClass == -1‟) objects fully detected in each of the four Survey bands 

(Y,J,H,K) and clean photometry. This sample is formed by 2192 objects.  



u - g vs g - r r - J vs J - K 

Only a fraction (43%) of these objects have been selected as candidate QSO’s by 

the first SDSS targeting algorithm in first instance: the remaining sources have been 

included in the spectroscopic program because they have been selected in other 

spectroscopic programmes (mainly stars). 



In this experiment the clustering has been performed on the same sample of the previous 

experiment, using only optical colours. 

u - g vs g - r 







The catalogue of 1.83 x106 candidate quasars is publicly available 
at the URL:  http://voneural.na.infn.it/catalogues_qsos.html   

http://voneural.na.infn.it/catalogues_qsos.html
http://voneural.na.infn.it/catalogues_qsos.html


Experiment 2:  
local values of e 

SDSS ∩ UKIDSS 



Experiment 2: local values of c 



STEP 3: the final version  BUT … LET’S GO BACK TO PHOT-Z 



Single NN 

WGE 

s = 0.0172 

No systematic trends 

Laurino et al 2011, MNRAS in press. 

Galaxies 





SDSS only 

QSO candidates experiment 



SDSS + Galex  





Errors taken into account:  
 
• Input noise: error propagation on the input 

parameter (Ball et al. 2008) 
• Model variance: different models make 

differing predictions (Collister & Lahav 2004) 
• Model bias: different models are affected by 

different biases. 
• Target noise: in some regions of the 

parameter space, data may represent poorly 
the relation between featured and targets 
(Laurino 2009). 



Opt + UV QSO Opt galaxy Opt 









Conclusions I 
 

• Machine learning is a powerful tool which even now may 
outperform traditional approaches, even more so with the very 
large datasets of the future. But: 
 
• The implementation of succesful methods requires a strict 

interaction between mathematicians, computer scientists 
and domain experts, and it may be a lenghty procedure 
 

• Requires (large to very large) computing infrastructures 
(horses not chickens…) 

 


