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Cl: How to store a petabyte

By Matthew J. Graham (Caltech, VAO)










What the experts say...

O

“Bring the computation to the data” - anon.

“Just store the original data; processing, etc.
just adds bloat” - David Hogg

“Databases own the sweet spot between 1GB
and 100 TB” - Jim Gray

“Current problems not on Google scale yet:
300TB is really hard” - Alex Szalay

“Extreme computing is about tradeoffs” — Stu
Feldman (Google)
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COST OF A PETABYTE
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HDFS

- Inspired by Google FS
= Distributed, scalable, portable
= Rack (location (network switch)) aware
- Variety of backends:
- local fs, remote cluster, cloud (53)

- Architecture:
« Cluster of data nodes with a master name node
- Each data node serves blocks of data (~64 MB)

« Data replicated across multiple hosts (default is
3 times: two same rack, one different)
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HDFS interfaces
- Java API, Thrift, FUSE, WebDAV

O

Command-line tool as part of Hadoop

Hadoop config file in /usr/local/hadoop/conf

NacC
NaC
NaC
NacC

VvV V.V V YV

NaC
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0]0
o]0
0]0
0]e
0]0

D fs —mkdir input

0 fs —put mydata input/
D fs —Is input

D fs —cat input

0 fs —get input myresults

GREAT 2011 Summer School 10/13



Alternates to HDFS

s OpenStack Object Storage ("Swift”)
= No single name node
- Store any sized file
= Write many times

= IRODs
« Provides logical mappings for digital entities
« Rule-based adaptive middleware allowing
customization:

- All data in a particular directory cannot be
deleted

- ﬁ\dditional access control checks for sensitive
ata
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Transferring data

- Sneakernet is a fast bespoke solution

- Internet2 will allow advanced capabilities such as
on-demand creation and scheduling of high-
bandwidth high-performance data circuits

= Conventional transfers do not maximize
bandwidth

» Parallel streams:
- GridFTP

- TCP not great with long-distance, high bandwidth
or multiple flows so:

Fine tune TCP with large bandwidth-delay product

Use a TCP variant: SACK

Use UDP instead: UDT

Use a new protocol: SCTP
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Types of NoSQL

O

Document store (XML databases)
Graph (superset of triple store)

Key-value store (Cassandra, Dynamo,
Project Voldemort, Velocity, Keyspace?)

Object database (Objectivity, Versant)
Tabular (BigTable, HBase, Hypertable)
Tuple store (Apache River)

Multivalue databases
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Column orientation

O

Databases store their data as a series of
1-dimensional structures (normally
roOws)

Faster seek times, aggregate operations
Slows writing, accelerates reading

Can aid compression — column data is all
of same data type

Note that R uses column-oriented data
structures
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HBase (hbase.apache.org)

. ai[.';,lt:r;buted column-oriented “database” built on top of

- Sparse, distributed, persistent, multidimensional
sorted map

- Suitable for real-time read/write random access
- Java API and REST interface (Stargate)

> hbase shell

create ‘events’, ‘where’, ‘why’

put ‘events’, ‘eventl’, ‘where:ra’, ‘123,45’

put ‘events’, ‘event2’, ‘where:dec’, '-16.25’

get ‘events’, '‘event3’, {COLUMN => ‘why:concept’}
-> SNe
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SciDB

- Column-oriented db designhed specifically
for scientific data including astronomy

s Use (immutable) arrays as first-class
objects rather than tables

- Maintains ACID
- AQL and AFL.:

CREATE ARRAY pixels <flux:double> [ID=0:999,1000,0,
X=0:255,256,0, Y=0:255,256,0]

CREATE ARRAY dark <flux:double> [ID=0:999,1000,0,
X=0:255,256,0, Y=0:255,256,0]

SELECT pixels.ID, pixels.x, pixels.y, pixels.flux — dark.flux
FROM pixels, dark
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